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**Abstract**—When analyzing software systems we face the challenge of how to implement a particular analysis for different programming languages. A solution for this problem is to write a single analysis using a code query language, abstracting from the specificities of languages being analyzed. Over the past ten years many code query technologies have been developed, based on different formalisms. Each technology comes with its own query language and set of features.

To determine the state of the art of code querying we compare the languages and tools for seven code query technologies: Grok, Rscript, JRelCal, SemmleCode, JGraLab, CrocoPat and JTransformer. The specification of a package stability metric is used as a running example to compare the languages. The comparison involves twelve criteria, some of which are concerned with properties of the query language (paradigm, types, parametrization, polymorphism, modularity, and libraries), and some of which are concerned with the tool itself (output formats, interactive interface, API support, interchange formats, extraction support, and licensing). We contextualize the criteria in two usage scenarios: interactive and tool integration. We conclude that there is no particularly weak or dominant tool. As important improvement points, we identify the lack of library mechanisms, interchange formats, and possibilities for integration with source code extractors.
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I. INTRODUCTION

Code query technologies play an important role in software analysis. Applications of these technologies can be found in software architecture analysis [1], reverse engineering [1], [2], applying consistency checks [3], enforcing coding conventions [3], and finding crosscutting concerns [4].

The extensive use of code query technologies is due to the possibility to analyze different software artifacts which is achieved based on the use of the extract-abstract-present paradigm [1]. This paradigm defines three steps:

- **Extract**: take the source code and map it to some intermediate structure such as a graph;
- **Abstract**: apply operations and queries to this abstract intermediate structure to obtain results;
- **Present**: graphically display the results.

Language-dependent extractors map program sources to an intermediate, usually relational structure. Queries are specified in a domain specific language offering specific constructs (e.g. representation of files and source code locations) and operators (e.g. recursion) that match the problem domain of the source code analysis. Queries are then executed on the intermediate relation structure that abstract the specific details of the programming languages, allowing immediate reuse of queries across programming languages.

Many code query technologies have surfaced through the years differing in many essential ways. Some only provide means for querying code, but leave extraction and presentation to other tools, some support the whole paradigm. Some tools provide a separate language for writing the queries while others provide only a library to be used from a host programming language. Therefore a comparison of these technologies is in order. Indeed, the direct motivation for our work was to enhance code querying productivity at the Software Improvement Group (SIG), by replacing an existing imperative implementation for code querying with a more declarative alternative. Within SIG, there is much need for effectively computing large-grained information from code-bases, and this is something that code query technologies tend to be most useful for. We believe the outcome of our comparison to be useful to others as well.

In this paper, we describe the results of an extensive comparison of seven existing code query technologies: Grok [2], Rscript [5], JRelCal [6], SemmleCode [3], JGraLab [7], CrocoPat [8] and JTransformer [9]. The criteria for tool selection was that the tools are available and actively maintained.

The comparison is based on twelve criteria. These criteria are derived from two usage scenarios: interactive use and tool integration. The criteria are divided into two categories: query language features, and tool features. Both language and tool criteria are meant to be generally applicable to any language/tool for source code querying. The comparison of the code query languages is based on the computation of the package instability metric [10]. This query is justified since it requires both architecture analysis and metrics computation, two of the main tasks in software analysis.

We stress that this paper is a comparison and not a competition between tools. The ultimate goal is to provide enough information for anyone to make an informed decision on which code query technology is best for a given context. As such, we do not make assumptions about the relative importance of the criteria we used, nor do we provide a qualitative assessment.
This paper provides a significant contribution over an earlier paper [11]. The previous version only presented a general overview of three code query technologies while here we present an in-depth comparison of seven. In the previous version a trivial example was used and there was no discussion about the comparison. In contrast, the current version presents a more elaborated example capable to show differences between the tools and a comprehensive discussion of the comparison results. We also note that the current paper is a shorter version of a technical report [12].

This paper is organized as follows. Background information about formalisms underlying code query languages is presented in Section II. The tools compared as well as the criteria for selection are presented in Section III. Section IV introduces the usage scenarios and defines the criteria to compare the query languages and the tools. We compare the implementation of an example query in Section V. The language comparison is done in Section VI and the tool comparison in Section VII. We summarize our findings in Section VIII. An overview of related work is provided in Section IX and the paper is concluded in Section X.

II. BACKGROUND

In this section we discuss the formalisms that underlie the tools we have considered. We also list some tools that we have not considered in our comparison, but that can be considered to belong to the field.

The tools we consider are based on logics of varying expressivity. The advantage of logical languages is that they are more declarative than their procedural and functional counterparts, or in other words, they allow to specify the properties of the answer, leaving it implicit how the answer should be computed.

With regards to expressivity, Prolog is a language that is Turing complete: anything expressible in any programming language we know can be expressed in it. However, expressivity comes at a price: it is much harder to guarantee bounds on the execution time of queries, which might become a real problem if the size of the input is very large. Moreover, many other properties of the queries, e.g., termination, are (theoretically) undecidable. This does not mean, however that Prolog implementations are always slower than those based on less expressive logics. It does mean that fewer guarantees can be given.

Database query languages are often based on Tarski’s relational algebra (RA) or Codd’s relational calculus (RC) both based on first order logic, a much less expressive, but also more tractable form of logic. The application and formulation of these languages for database querying is mainly due to Codd [13]. However, the basis of these languages goes back much further (see Tarski [14]). It is well-known that RA and RC are computationally equivalent; the main difference between the two is that RC is somewhat more declarative: in RA an expression also specifies how the result should be computed. Many database languages are based on a combination of both logics, although as a rule they tend towards RC; SQL is the most well known example. SQL also adds, e.g., grouping and aggregate operators that neither RC and RA contain.

DATALOG [15] lies inbetween SQL and Prolog, inhabiting what many consider to be a sweet spot for querying: every DATALOG query can be evaluated in polynomial time and, contrary to SQL, it does provide a least fixed-point operator vital for querying recursive structures (such as program sources).

In the case of JGraLab, the basis of the language is a particular language of graphs called grUML, a subset of the UML class diagrams. These structures are queried with a language that is much like relational algebra, but tailored to graphs, e.g., by providing so called regular path expressions [16].

We are not the first to make a comparison of code query tools. Holt, Winter and Wu did a similar comparison in 2002 [17], although with a different goal. They wanted to determine the requirements (or “wishes”) for a common code query language, by comparing two widely different tools: Grok and GReQL. They also mention some other tools: Progres is a language based on graph transformations [18] and does not seem to be particularly suited for code querying. ESCAPE [19] is a tool based on many-sorted algebras extended with subtyping polymorphism, of which the authors contend that it is more powerful than relational algebra. We did not find any evidence that it has ever passed beyond the prototype stage. Finally, RPA was based on relational algebra extended with a “lifting” operator [1]. As far as we have been able to tell it does not exist anymore.

III. CODE QUERY TECHNOLOGIES

Table I provides an overview of each of the code query technologies used in this comparison. For each one we report the code query language formalism, original author, release version, implementation language, and implementation date.

These tools were selected based on the following two criteria: (i) only tools built specifically for code querying were selected. Although other (more generic) querying technologies, such as SQL, can be used for querying source code our focus is to investigate features that explicitly benefit source code querying. (ii) only the most active tools based on Tarski’s relational calculus, Codd’s relational algebra and predicate logic were selected. Although quite a few other tools could be included, we decided to limit our study to active tools (both in terms of publications and tool support). Our comparison can then serve as a basis for a further comparison to lesser known and active technologies.

For each tool, we provide a brief historical overview below. All except SemmleCode were developed in university environments for both research and teaching. SemmleCode,
Table I: Overview of the analyzed tools (sorted by formalism and date).

<table>
<thead>
<tr>
<th>Tool</th>
<th>Formalism</th>
<th>Author</th>
<th>Version</th>
<th>Implementation</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grok</td>
<td>Tarski</td>
<td>Ric Holt</td>
<td>89 (SWAG Kit 3.03)</td>
<td>Turing</td>
<td>1995</td>
</tr>
<tr>
<td>Rscript</td>
<td>Tarski</td>
<td>Paul Klint</td>
<td>1.1, rev 26884</td>
<td>ASF+SDF</td>
<td>2002</td>
</tr>
<tr>
<td>JRelCal</td>
<td>Tarski</td>
<td>Tijs van der Storm</td>
<td>0.7</td>
<td>Java</td>
<td>2007</td>
</tr>
<tr>
<td>SemmleCode</td>
<td>Codd</td>
<td>Oege de Moor</td>
<td>pre-rel. 1.0, 2009-01-12</td>
<td>Java</td>
<td>2006</td>
</tr>
<tr>
<td>JGraLab</td>
<td>Codd</td>
<td>Steffen Kahle</td>
<td>1095/64</td>
<td>Java</td>
<td>2006</td>
</tr>
<tr>
<td>CrocoPat</td>
<td>Predicate Logic</td>
<td>Dirk Beyer</td>
<td>2.1.4</td>
<td>C</td>
<td>2002</td>
</tr>
<tr>
<td>JTransformer</td>
<td>Predicate Logic</td>
<td>Günter Kniesel</td>
<td>2.6.1</td>
<td>Prolog</td>
<td>2002</td>
</tr>
</tbody>
</table>

on the other hand, is the only tool that was developed in an industrial environment, and is commercially available.

**Grok**: Based on relational calculus, Grok was implemented in 1995 by Ric Holt at the University of Toronto, Canada. Grok was implemented in the Turing Programming Language [20] also developed by Holt. The first use of Grok was to manipulate graph models to aid the reverse engineering of the software architecture implicit in the source code. Grok was first referred to in a 1996 technical report [21] and the first publication dates from 1998 [2].

Sharing the same concepts and language of Grok, JGrok [22] started in 2000 in the context of Jingwei Wu’s PhD work, under supervision of Holt. JGrok, implemented in Java, was developed and maintained independently from Grok, implementing a richer set of operations. Since only Grok is being maintained, JGrok will not be included in our comparison. For the comparison we used Grok version 89, as available in the SWAG Kit version 3.03.

**Rscript**: Also based on relational calculus, Rscript was developed in 2002 by Paul Klint at the Centrum voor Wiskunde & Informatica, in Amsterdam, The Netherlands. Implemented in ASF+SDF [23]. Rscript was developed especially for program analysis and querying source code. The first publication mentioning Rscript dates from 2003 [5]. For the comparison we used Rscript version 1.1, rev. 26884.

**JRelCal**: Based on Rscript, the JRelCal project started as an efficient Java implementation of Rscript datatypes and its operations. JRelCal started in 2007 in the context of the PhD thesis of Tijs van der Storm, under supervision of Klint. The purpose of JRelCal is not a Java re-implementation of the Rscript tool, but an API with the same functionality. Hence, JRelCal can be used as an embedded DSL and can be easily integrated with Java projects. The authors have no publications about JRelCal, but Rademaker discusses it in his Master’s thesis [6]. Although JRelCal is similar to Rscript, we decided to include it because it contrasts with all other code query technologies for being just an API. For the comparison we used JRelCal version 0.7.

**SemmleCode**: Based on relational algebra, but with an object-oriented (OO) style of programming, SemmleCode started in 2006. Although it has an academic background, at the University of Oxford, UK, it is commercialized by a spin-off company, Semmle Ltd., led by the mentor of the project, Oege de Moor. SemmleCode was developed with the purpose of offering a competitive tool (as an Eclipse plug-in) for code analysis. The ideas were initially presented in January 2007 [24] and the first publication date from the same year [3]. For the comparison we used SemmleCode a pre-release version 1.0 dated from 2009-01-12.

**JGraLab**: Based on relational algebra and graph theory, JGraLab started in 2006. Since then, JGraLab has been developed and maintained by several people, among them Volker Riediger and Daniel Bildhauer, the current maintainers of the tool. JGraLab replaced GraLab initially developed in 1985 which were both developed at the University of Koblenz and Landau, Germany, in the research group of Jürgen Ebert. The first publication of GraLab dates from 1987 [25] and JGraLab was first referred to in 2007 [7]. For the comparison we used JGraLab release 1094/64.

**CrocoPat**: Based on first-order predicate logic, CrocoPat was started in May 2002 by Dirk Beyer as a first project as PostDoc at the University of Cottbus, Germany. CrocoPat, implemented in C, was meant to replace the SQL front-end of the Crocodile reengineering tool developed at the same university. The ideas of CrocoPat were first described in a technical report from 2003 [26]. CrocoPat was described in more detail in 2005 [8] and in 2006 [27]. For the comparison we used CrocoPat version 2.1.4.

**JTransformer**: Based on first-order predicate logic, JTransformer was initially implemented in 2002 by Tobias Rho and Uwe Bardey, under the supervision of Günter Kniesel, to prove the effectiveness of logic-based conditional transformations. In 2003, the first Eclipse plug-in was developed and since then JTransformer has been used for program analysis in both research and teaching. Although much research was done using JTransformer, the first publication describing the tool is from as late as 2006 [9]. JTransformer was described in more detail in 2007 [28]. For the comparison we used JTransformer version 2.6.1.

It is not surprising that the tools reveal different strong points as advertised by their authors and maintainers. For instance, Grok advocates its language conciseness, Rscript advocates its static type checking and the expressiveness of set comprehensions, JRelCal advocates its seamless integration with Java, and SemmleCode advocates the accessibility of the language to object-oriented programmers due to their borrowing syntax from well-known object-oriented languages and integration with the Eclipse environment. Furthermore, JGraLab advocates its ease of manipulating...
Table II: Language and tool criteria vs. usage scenarios. We use △ for important, o for relevant, and ▽ for not important.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Interactive use</th>
<th>Tool integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>Paradigm</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Types</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Parametrization</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Polymorphism</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Modularity</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Libraries</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Output formats</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>Interactive interface</td>
<td>△</td>
</tr>
<tr>
<td></td>
<td>API support</td>
<td>▽</td>
</tr>
<tr>
<td></td>
<td>Interchange format</td>
<td>▽</td>
</tr>
<tr>
<td></td>
<td>Extraction support</td>
<td>▽</td>
</tr>
<tr>
<td></td>
<td>Licensing</td>
<td>△</td>
</tr>
</tbody>
</table>

graph based structures, CrocoPat advocates its efficiency in computing transitive closures, and JTransformer the use of Prolog as basis for its code query language, combined with the Eclipse environment integration.

Notwithstanding these differences, we do not expect the tools to differ much in their suitability for code querying, certainly not to the extent that one tool is inferior to one other tool in all respects and thereby can be considered to be superfluous.

IV. CRITERIA

In this section, we define the criteria for comparing language and tool features of the analyzed code query technologies. Table II summarizes the criteria used and the scenarios for which these criteria are of importance.

The following notation is used to describe the importance of the criteria: “△” is used when the criterion is important for a particular scenario; “o” is used when the criterion is relevant but not important; and “▽” is used when the criterion is not important.

Although we expect every potential user of code query technologies to have his own set of requirements, we indicate the relative importance of the criteria for two typical usage scenarios: interactive use and tool integration. In the interactive use scenario, the code query technology is used directly by a software analyst. The analyst is responsible for the specification and execution of the queries, and the extraction of results for further processing. This scenario imposes strong requirements on the language, but also on support provided by the tool. However, the presence of an API is not an issue, and since the tool is used directly, the particular license plays only a minor role. In the tool integration scenario the code query technology is used as a component by a developer with the purpose of being used indirectly from a tool. The developer is required to interface with the code query language, and therefore API support, Interchange format and Output format criteria are crucial. Style/Paradigm is important when interfacing is done through the language instead of the API. The remaining language criteria are relevant but are not as important as in the interactive use scenario, since shortcomings in these areas can typically be compensated by the constructs in the language of the host tool. Clearly, an interactive user interface is not relevant in this scenario. Additionally, extraction support is relevant but not important since it is likely that extractors are already available in the host tool.

Language criteria: To compare language features we consider the following criteria:

- **Paradigm** specifies the paradigm the code query language is based upon which typically has implications for the conciseness of the code queries.
- **Types** make explicit which data types are supported by the query languages.
- **Parametrization** indicates that the behavior of queries may depend on parameter values;
- **Polymorphism** specifies whether queries can abstract away from the types from which the relations are built. We consider both parametric and subtyping polymorphism.
- **Modularity** determine the extent to which it is possible to reuse a specific query for constructing other queries; and
- **Libraries** determine the possibility to use and/or define libraries of generic queries.

Tool criteria: To compare tool features we consider the following criteria:

- **Output formats** specifies the output formats provided by the tools, e.g., charts, plain text, and XML.
- **Interactive interface** lists the types of interfaces available to access the code query technology functionalities, e.g., command-line interface (CLI), graphical user interface (GUI) or Eclipse plug-in.
- **API support** indicates the availability of an API, allowing the functionality to be used from a host program.
- **Interchange format** specifies the file formats supported to read and write extracted facts and query results. Users of code query technologies benefit from being able to interchange extracted facts and query results. A particular format in use in this field is Rigi Standard Format [29].
- **Extraction support** indicates the existence of fact extractors for known programming languages, e.g., C or Java.
- **Licensing** specifies the license under which the code query technology was released. This can be essential, because the license may restrict the user in how the tool may be employed. A technology is proprietary if the company has reserved some measure of control over the software. Otherwise, the technology is free (open-source). The drawback of proprietary software is that the source code is typically not made available to its users and changing the software is not allowed or simply impossible. Within the open-source community, various licenses exist. BSD is a very permissive license that allows the inclusion of the licensed material into proprietary software. The GNU LGPL (GNU Lesser General Public License) also allows inclusion into proprietary software, but with rather subtle restrictions. Software under the
less permissive GNU GPL (GNU General Public License) may not be used in proprietary software at all. These criteria equally apply to assess the tools in both industrial and academic environments.

V. EXAMPLES COMPARISON

To compare code query languages, we implemented a query to compute the package instability metric [10] in each one. Despite that the original motivation of this metric was to be applied to object-oriented languages, when considering the notion of package in a broader term, e.g., component, this metric can be applied to any programming language. The usage of this metric is motivated by the fact that it combines two of the main tasks in software analysis: architectural analysis and metrics computation. By coding this analysis in different code query technologies we expect to stress three main aspects: the syntactical differences between the code query languages, how the respective models can be enriched with new facts, and how results can be extracted.

The package instability metric is derived from two other metrics: afferent coupling and efferent coupling.

**Afferent coupling** $Ca = \text{number of classes outside the package that depend upon classes within the package.}$

**Efferent coupling** $Ce = \text{number of classes inside the package that depend upon classes outside the package.}$

**Instability** $I = Ce/(Ca + Ce)$. Instability $I = 0$ indicates a maximally stable package, and $I = 1$ indicates a maximally unstable package.

In this section we start describing implementation guidelines, to make it a fair comparison, followed by the excerpts of the package instability metric implemented for all tools.

A. Implementation Guidelines

To be fair when comparing examples it is necessary to define implementation guidelines. Hence, we will define the input relations and the implementation steps of the example.

The defined input relations are:

**PackageOf**: $\text{Package} \times \text{Class}$: records for each package the classes that belong to that package or, more precisely, if $(P, C) \in \text{PackageOf}$ then class $C$ is defined in package $P$;

**ClassOf**: $\text{Class} \times \text{Method}$: records for each class the methods that belong to that class or, more precisely, if $(C, M) \in \text{ClassOf}$ then method $M$ is defined in class $C$;

**MethodCall**: $\text{Method} \times \text{Method}$: records method invocations or, more precisely, if $(M, N) \in \text{MethodCall}$ then the method $M$ calls the method $N$.

For SemmleCode and JTransformer similar relations were used, albeit with different names, because the naming of these relations are under the control of the extractors.

For the examples, the following implementation steps were defined:

**ClassDep**: $\text{Class} \times \text{Class}$ where $(A, B) \in \text{ClassDep}$ records that a class $A$ depends on a class $B$: $A$ has a method that calls a method from class $B$.

**ClassDepInterPackg**: $\text{Class} \times \text{Class}$ records that $(A, B) \in \text{ClassDep}$ and $A$ and $B$ belong to different packages.

**AffCoupling**: $\text{Package} \times \text{Class}$ records for each package $P$ all classes outside $P$ that depend on classes within $P$.

**EffCoupling**: $\text{Package} \times \text{Class}$ records for each package $P$ all classes inside $P$ that depend on classes outside $P$.

**AfferentCoupling**: $\text{Package} \times \text{N}$ records for each package the number of classes outside the package that depend upon classes inside the package.

**EfferentCoupling**: $\text{Package} \times \text{N}$ records for each package the number of classes inside the package that depend upon classes outside the package.

**PackageInstability**: $\text{Package} \times \text{R}$ records for each package the instability value $I$ computed as indicated above.

The **ClassDep** and **ClassDepInterPackgs** are intermediate relationships that allow us to compute the afferent and efferent coupling metrics.

B. Language examples

For each code query technology, excerpts of the implementation of the package instability metric will be presented. Due to to space constraints, only the implementation of the **ClassDepInterPackg**, **AffCoupling**, **AfferentCoupling** and **PackageInstability** relations will be shown. Instead of describing each example in detail, we focus on the language constructs we employed.

**Grok**:

```
PackageDep := PackageOf o ClassDep o (inv PackageOf)
PackDepInterPackg := PackageDep - (id dom PackageOf)
ClassFowardRel
:= (inv PackageOf) o PackDepInterPackg o PackageOf
ClassDepInterPackg := ClassFowardRel ^ ClassDep
AffCoupling := PackageOf o (inv ClassDepInterPackg)
AfferentCoupling
:= (dom AffCoupling) outdegree AffCoupling
```

Listing 1: Grok fragment of expressible package instability metric.

Grok provides a very concise language requiring few operators or symbols. However, this requires construction of queries by small pieces leading to some fragmentation at the expense of being hard to understand, e.g., three auxiliary relations were required to implement the **ClassDepInterPackg** relation. Since the language is untyped and there is no checking, debugging a wrongly composed relations is hard. Finally the **PackageInstability** relation is missing since it is not possible to implement the computation of the instability. In order to fully implement our query in Grok a new construct is necessary (a construct to combine two relations by their domain applying a function to the range of the relations). Grok is not Turing complete.
Rscript:

```r
rel[&T1, int] outdegree(rel[,T1,&T2] R) = { <D, #R[D]> | <&T1 D, &T2 U> : R }
rel[&T1, &T2] outdegree = { <D, #R[D]> | <&T1 D, &T2 U> : R }
```

Listing 2: Rscript package instability metric.

Rscript requires the declaration of the input relations in the beginning of the program (first three lines) enabling type-checking of the queries. In addition to relations, user-defined functions are allowed (see `outdegree` definition, which computes the cardinality of the range of a relation). This function makes use of parametric polymorphism to support relations of a generic type. Besides relational calculus, set comprehensions are also supported (see `outdegree` and `ClassDepInterPackg` definitions). Finally, since Rscript does not support reals, it is necessary to multiply the numerator by 100.

JRelCal:

```java
Relation<String, String> packageDep = PackageOf.compose(classDep.compose(PackageOf.inverse()));
Relation<String, String> packDepInterPackg = packageDep.difference(PackageOf.domain().id());
Relation<String, String> classForwardRel = (PackageOf.inverse()).compose(packDepInterPackg).compose(PackageOf);
Relation<String, String> classDepInterPackg = classForwardRel.intersection(classDep);
Relation<String, String> affCoupling = packageOf.compose(classDepInterPackg.inverse());
Relation<String, Int> afferentCoupling = affCoupling.outdegree();
```

Listing 3: JRelCal package instability metric.

JRelCal queries are a mix of Java code and relational calculus. Except minor syntactic sugar, due to the use of a fluent-interface API [30], JRelCal queries are identical to those for Rscript. JRelCal supports Java generics which enables the use of any Java type and allows for static checking support. The implementation of the `packageInstability` relation was omitted, because its code is straightforward Java.

SemmleCode:

```java
predicate classDepInterPackg(Class c1, Class c2) {
  c1.getPackage() != c2.getPackage() and
classDep(c1, c2)
}
class MyPackage extends Package {
  MyPackage() { this.fromSource(); }
  predicate affCoupling(Class c) {
    exists(Class cl | this.contains(cl) and
classDepInterPackg(cl, c))
  }
  int afferentCoupling() {
    result = count(Class c | this.affCoupling(c))
  }
  float packageInstability() {
    result = (1.0 * this.efferentCoupling()) / (this.afferentCoupling() + this.afferentCoupling())
  }
}
```

Listing 4: SemmleCode package instability metric.

SemmleCode offers a language based relation algebra with a syntax with a distinctive object-oriented flavor. The excerpt above clearly shows the object-oriented influence. Relations can be implemented as a `classless` predicates, e.g. `classDepInterPackg` definition, and/or by using extension mechanisms. An example of model extension is shown in the `Package` definition which extends the class `Package` predefined in the library (subtyping polymorphism). Since there is no control over the extraction, it was required to specify functionality not related with our problem (see the use of the `fromSource()` predicate in the class constructor to filter out library classes). SemmleCode is statically typed.

JGraLab:

```sql
from p : V {JavaPackage}
reportMap p,
from outerClass : V {JavaClass}
with
| not p --> {PackageOf} outerClass |
| p --> {PackageOf} <-- {ClassDep} outerClass |
report outerClass end
end store as AffCoupling
```

```
from p : V {JavaPackage}
reportMap p, count(get(AffCoupling, p)) end
store as AfferentCoupling
```

```
using AfferentCoupling, EfferentCoupling:
from p : V {JavaPackage}
reportMap p, get(EfferentCoupling, p) / (get(EfferentCoupling, p) + get(AfferentCoupling, p)) end
store as PackageInstability
```

Listing 5: JGraLab package instability metric.

JGraLab is based on relational algebra and path expressions. JGraLab uses an inverted SQL notation, which can be identified in the beginning of the query. Path expressions, which can be observed by the use of arrows, specify how to identify objects by specifying how to navigate a graph structure. Modularity is achieved by saving the query results into variables, e.g., in the first query we specify that the result is a map (`reportMap`) and that the result should be stored in the `AffCoupling` variable.
Comprehensions which can elegantly express a wide variety from other paradigms. For example, Rscript supports set algebra (SemmleCode and JGraLab) or logic (CrocoPat and JRelCal), while the others support Codd relational calculus is supported by three tools (Grok, Rscript and JTransformer). However, some of the tools offer constructors taken from imperative programming and, finally, JGraLab features path-expressions. The example is fully exressible in all languages except Grok which lacks the necessary operators. Most common types are supported by all tools. The only exception is that Rscript does not provide any reals. JRelCal types are inherited directly from Java. Parametrization is not present only in Grok and in SemmleCode. Polymorphism is not present at all in Grok and CrocoPat. However different types of polymorphism are supported: SemmleCode supports subtype polymorphism, while the others support parametric polymorphism. Modularity is only lacking in JGraLab. Finally, libraries are supported by JRelCal (through the use of Java), SemmleCode and JTransformer (through the use of Prolog). All others lack the support of libraries.

VI. LANGUAGE COMPARISON

Table III presents a summary of the comparison of the language features for each code query technology. Tarski relational calculus is supported by three tools (Grok, Rscript and JRelCal), while the others support Codd relational algebra (SemmleCode and JGraLab) or logic (CrocoPat and JTransformer). However, some of the tools offer constructors from other paradigms. For example, Rscript supports set comprehensions which can elegantly express a wide variety of properties. SemmleCode is the only tool that borrows inspiration from the object-oriented programming community, in an effort to be more easily adopted by this large community of programmers. CrocoPat, on the other hand, supports constructors taken from imperative programming and, finally, JGraLab features path-expressions. The example is fully expressible in all languages except Grok which lacks the necessary operators. Most common types are supported by all tools. The only exception is that Rscript does not provide any reals. JRelCal types are inherited directly from Java. Parametrization is not present only in Grok and in SemmleCode. Polymorphism is not present at all in Grok and CrocoPat. However different types of polymorphism are supported: SemmleCode supports subtype polymorphism, while the others support parametric polymorphism. Modularity is only lacking in JGraLab. Finally, libraries are supported by JRelCal (through the use of Java), SemmleCode and JTransformer (through the use of Prolog). All others lack the support of libraries.

VII. TOOL COMPARISON

Table IV presents a summary of the tool features of each code query technology.

Text is the dominant output format, supported by five out of seven tools. However, in both Grok and JGraLab the output text cannot be customized. Rscript only outputs Rstore, a textual format that is also used for interchange. With JRelCal, since it is a library, output can only be done through Java. Finally, SemmleCode supports a rich set of output formats (charts, maps, graphs).

Interactive use is mostly provided via the command-line. Exceptions are Rscript which provides a GUI in addition to the command line interface, and SemmleCode and JTransformer which offer an Eclipse plug-in. JRelCal is meant to be used as a library, so no interactive interface is available.

API support is absent only in Grok and Rscript, although interfacing is possible through interchange support.

Interchange format support is diverse. RSF is supported by only three tools: Grok, JRelCal and CrocoPat. Rscript and JGraLab use their own formalisms, and JTransformer uses Prolog fact bases. SemmleCode does not support interchange format and relies on its integrated fact extractor only.

Java extraction is supported in SemmleCode, JGraLab and JTransformer. SemmleCode also supports XML extraction. Additional C extraction is supported in JGraLab, although neither Java or C extractors are publicly available. Grok uses the C++ extractor provided by the SWAG kit. Rscript, CrocoPat and JRelCal lack extraction support which can be overcome by using Grok, JTransformer or SemmleCode to extract and then convert to a suitable interchange format. RSF, Rstore and Prolog can be automatically generated by the tools that support them. Also conversion between the three formats is possible by automatic syntactical transformations. For JGraLab’s TGraph, however, both nodes and

---

**CrocoPat:**

\[
\text{ClassDepInterPackg}(c_1,c_2) := \text{EX}(p_1, \text{PackageOf}(p_1,c_1) \& \text{EX}(p_2, \text{PackageOf}(p_2,c_2) \& \neg(p_1,p_2) \& \text{ClassDep}(c_1,c_2)))
\]

\[
\text{AffCoupling}(p,c) := \text{EX}(c_1, \text{PackageOf}(p,c_1) \& \text{ClassDepInterPackg}(c,c_1))
\]

\[
\text{Package}(x) := \text{PackageOf}(x,)
\]

\[
\text{FOR } p \text{ IN Package(x) }
\]

\[
\text{ca} := \#\{\text{AffCoupling}(p,c)\};
\]

\[
\text{PRINT } \text{"AfferentCoupling ", p, \" ", ca, ENDL;}
\]

\[
\text{ce} := \#\{\text{EffCoupling}(p,c)\};
\]

\[
\text{PRINT } \text{"EfferentCoupling ", p, \" ", ce, ENDL;}
\]

\[
i := ca / (ca + ce);
\]

\[
\text{PRINT } \text{"Instability ", p, \" ", i, ENDL;}
\]

Listing 6: CrocoPat package instability metric.

CrocoPat queries are specified in a mix of predicate logic and imperative code. Except for the use of quantifiers and minor syntactic sugar the implementation of the \(\text{AffCoupling}\) and \(\text{ClassDepInterPackg}\) relations are identical to Rscript. However, the implementation of afferent and efferent coupling and package instability metrics is completely different. CrocoPat does not allow these metrics to be specified as relations. As a workaround, we have to write a loop printing these relations and import them later for further processing.

**JTransformer:**

\[
\text{classDepInterPackg}(c_1, c_2) := \text{EX}(p_1, \text{PackageOf}(p_1, c_1) \& \text{EX}(p_2, \text{PackageOf}(p_2, c_2) \& \neg(p_1, p_2) \& \text{ClassDep}(c_1, c_2))
\]

\[
\text{affCoupling}(p, c) := \text{packageOf}(p, c) \& \text{classDepInterPackg}(c, c_1)
\]

\[
\text{afferentCoupling}(P, C) := \text{packageOf}(P, C) \& \text{classDepInterPackg}(C, C_1)
\]

\[
\text{afferentCoupling}(P, C, N) := \text{setof}(C, \text{affCoupling}(P, C) \& \text{AffClasses}, N)
\]

\[
\text{packageInstability}(P, i) := \text{efferentCoupling}(P, Ec) \& \text{afferentCoupling}(P, Ac), i = Ec / (Ec + Ac)
\]

Listing 7: JTransformer package instability metric.

JTransformer is based on SWI-Prolog. Hence, relations are defined as logic predicates. Comparing JTransformer implementation with others, e.g. Rscript, we observe that it is not much different. The \(\text{classDepInterPackg}\) and \(\text{affCoupling}\) implementations are similar, and the implementation of \(\text{afferentCoupling}\) requires only a minor additional effort.
edges are typed and declared in the header of the format. Hence, the conversion of RSF to TGraph files requires a semi-automatic process: manual definition of the header followed by automatic conversion of nodes and edges.

Finally, most of the tools are available under an open-source license: Rscript is available under a BSD license, JRelCal and CrocoPat under LGPL, and JTransformer under EPL. Exceptions are Grok, SemmleCode and JGraLab. For Grok no license could be found. SemmleCode is only available under a commercial license. JGraLab is offered in a dual license: for non-commercial projects GNU GPL 2 is available otherwise a commercial license is applicable.

### VIII. SUMMARY

In summary, Grok offers a concise and simple language which is its strongest point, although it was not possible to fully specify the package instability metric. Parametrization, polymorphism and libraries would be desirable to enable query reuse. Tool support is limited to the essential only, lacking API support and other output options.

Rscript, like Grok, has as its strongest point the language. Type-checking is a valuable addition at the expense of more verbose queries. The lack of support for reals is relevant when computing metrics. Support for libraries is missing. Tool support is rudimentary, missing support for other interchange formats and support for text output functionality.

JRelCal was designed to be only used as a library to be embedded in Java programs and any other front-end was not considered. As such, it is only recommended for this particular scenario that it was built for.

SemmleCode offers a simple Java-styled language based on SQL, which is easy to learn since these two paradigms are commonly known by programmers. However SemmleCode’s strongest point is the seamless integration with Eclipse and the supported output formats. The lack of parametrization is relevant but not essential. More important is the lack of interchange formats restricting the use of other extractors.

CrocoPat strongest point is the language conciseness (due to the restricted number of language constructs) although with some limitations in expressivity. Note that in order to compute package instability, it is necessary to print out the results and read them back. Also, it lacks support for polymorphism and libraries.

JGraLab strongest point is the use of path expressions. On the downside, the language is difficult to master mainly due to the lack of documentation. Support for modularity and libraries is lacking. Tool support is rudimentary.

Finally, JTransformer’s strongest point is the conciseness. However, it is sometimes difficult to memorize the order and what each component of a tuple represents. Eclipse integration is a bonus, but the ease of interfacing could be improved. Also, more output formats would be desirable.

In conclusion, the variation of the tools is not as large as may seem at first. Most code query technologies can be used in both the interactive and tool integration scenarios. In the interactive scenario, only JRelCal is less suitable, since only an API is available. In the tool integration scenario, only Grok and Rscript are less suitable since integration is restricted to the use of interchange formats(s). Also, when considering the various query implementations, ignoring syntactic sugar, the differences are not significant (although, admittedly, we could not fully implement the query in Grok).

Indeed, some tools provide a handsome interface, other provide a useful API, but when looking at the comparison
results there is not a particularly weak or dominant tool among them. However, there is space for tool improvement and we hope their authors use our comparison as basis for improvement by adopting other tools strongest points.

IX. RELATED WORK

Alves and Rademaker presented a similar, but brief, comparison between three code query technologies: CrocoPat, SemmleCode and Rswork [11]. Features were compared using language and tool criteria, and languages were compared through an example. The current paper is an extension of that overview, presenting more and more clearly defined criteria, highlighting differences between tools. Also the example used in this paper is more involved.

Holt et al. [17] present a comparison, based only on code examples in a tool manual style, between Grok and JGraLab with the goal of deriving requirements for a new code query language. In contrast, we provide a comparison between seven tools, present a well-defined criteria and example challenge. Finally, we provide a discussion of each tool covering their strongest and weakest points.

Lange et al. [31] present a comparison between GUPRO, which implements the JGraLab language, and relational databases for reverse engineering of an industrial software system, highlighting the advantages of code query languages over traditional relational queries. Although examples are used, this work compares two tools that are based on two (different) paradigms. Our work, however, is meant to show differences between different alternatives of the same technology. Moreover, we do so by comparing language and tool features, and provide example implementations.

Beyer et al. [8], in their paper about CrocoPat, present a performance comparison between CrocoPat, Prolog and the relational database MySQL. However this comparison deals with the issue of performance. In contrast, we focus on focus on language or tool features and the expressiveness and conciseness of the languages.

X. CONCLUSIONS AND FUTURE WORK

We have compared seven code query tools on a total of twelve criteria. Language features were compared based on the criteria paradigm, types, parametrization, polymorphism, modularity, and libraries; properties of the tools were compared by looking at output formats, interactive interface, API support, interchange formats, extraction support, and licensing. The criteria were motivated by two usage scenarios: one in which a user interacts directly with the tool, and one in which the tool is used indirectly from other tools. The language comparison was performed by implementing the same query in each language.

The main goal of our paper is to allow potential users of code query technologies to make an informed decision which tool to select. We believe our comparison to be a good starting point for deeper inquiries. We also hope that code query tool developers can use it as a basis for deciding what to implement next. In particular, we hope that more attention will be paid to the support of libraries, interchange formats and integration with code extractors.

A criterion that was left out of the comparison is performance. Since tools as these are often used to query substantial code bases, this is clearly important. While experimenting with the queries we observed that some tools were faster than other for specific analysis, yet we did not observe major issues with any of them. Our focus in this paper was to show how things can be done rather then how fast. In the absence of an accepted benchmark for code query technologies, a fair comparison of performance should include the development of such a benchmark. Also, these queries should be executed under identical conditions, which is hard considering that some tools are executed via the command line while others are executed from a GUI. For those reasons we believe that a fair performance comparison deserves a study by itself and is therefore beyond our scope.

Future Work: Our work can be extended in various directions. We can include other tools that operate within the chosen formalisms (e.g. JQuery [32]). We can also consider technologies based on other formalisms, e.g., generic tools for analysis and transformation of code, or including more generic querying technologies. In this paper there was room for only one example query, but our work can be strengthened by adding more example queries. We already discussed the possibility of addressing performance as an additional criterion for the comparison, a second additional criterion would be a description, for each tool, of the type of queries for which the tool is most eminently suited.

Challenges: The first challenge to be met by code query tools is to adopt each other’s strong points. Also, better support for libraries, interchange formats and extraction is required. As previously stated, tool integration can be achieved through an API or via the combination of CLI and interchange format. However, an API exposing the same functionality is preferable since this allows a cleaner integration. All tools should be both programmable via an API and be useable interactively, preferably in an IDE.

As future challenge, we would like to investigate the use of code query to analyze and compare several revisions of a software system. The code query technologies compared in this study were designed to analyze a single version of a software system, hence lacking capabilities and abstractions to support the analysis of multiple revisions of the same code.

A final application for code querying is to automatically support architecture checking: automatically generate code queries to verify whether the implementation satisfies the constraints specified by an architecture specification.

Acknowledgements: We are grateful to the authors and maintainers of the considered tools for their help in getting the historical details right, answering questions about
the tools and providing helpful comments: Ric Holt for Grok, Bas Basten and Paul Klint for Rscript, Tijs van der Storm for JRelCal, Oege de Moor and Mathieu Verbaere for SemmleCode, Daniel Bildhauer for JGraLab, Dirk Beyer for CrocoPat and Günter Kniesel for JTransformer. Additionally, we are grateful to Bart Luijten, Xander Schrijen, Eric Bouwers and Joost Visser of SIG for providing valuable comments on an earlier version of the paper. The first author is supported by the Fundação para a Ciência e a Tecnologia (FCT), grant SFRH/BD/30215/2006 and the SSaaPP project, FCT contract no. PTDC/EIA-CCO/108613/2008.

References


